# Analysis of Markovian Arrivals and Service with Applications to Intermittent Overload 

Isaac Grosof, Yige Hong ${ }^{\dagger}$ Mor Harchol-Balter ${ }^{\ddagger}$

May 7, 2024


#### Abstract

Almost all queueing analysis assumes i.i.d. arrivals and service. In reality, arrival and service rates fluctuate over time. In particular, it is common for real systems to intermittently experience overload, where the arrival rate temporarily exceeds the service rate, which an i.i.d. model cannot capture. We consider the MAMS system, where the arrival and service rates each vary according to an arbitrary finite-state Markov chain, allowing intermittent overload to be modeled.

We derive the first explicit characterization of mean queue length in the MAMS system, with explicit bounds for all arrival and service chains at all loads. Our bounds are tight in heavy traffic. We prove even stronger bounds for the important special case of two-level arrivals with intermittent overload.

Our key contribution is an extension to the drift method, based on the novel concepts of relative arrivals and relative completions. These quantities allow us to tractably capture the transient correlational effect of the arrival and service processes on the mean queue length.


## 1 Introduction

Almost all analysis of queueing systems assumes independent and identically-distributed (i.i.d.) interarrival times and service durations. In reality, the arrival rate might fluctuate between periods of high arrival rate and lower arrival rate. The same is true for the service rate. Because of these fluctuations, using a formula which is designed for a fixed arrival rate and service rate can lead to highly inaccurate results.

The goal of this paper is to come up with closed-form expressions for mean queue length in systems where the arrival rate and/or service rate fluctuates with time. Specifically, we allow the arrival rate and service rate to each vary according to arbitrary finite-state Markov chains, and derive closed-form expressions for this setting.

## A specific motivating example: Intermittent overload

As a motivating example, we study the problem of intermittent overload under a two-level arrival process.

Systems are often built so that the average load, $\rho$, is not too high. This stems from the general understanding that mean queue length increases as a function related to $1 /(1-\rho)$. Standard operating principles for computer systems practitioners recommend keeping the average load under 0.5 [15].

However, a system with an average load of 0.5 might not ever have an instantaneous load of 0.5 , but rather it could be running at very low load most of the time, with brief periods of overload. The
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Figure 1: A time-varying arrival process with intermittent overload. The system spends $5 / 6$ of its time on average with a low arrival rate of $\lambda_{L}=0.2$, and $1 / 6$ of its time with a high arrival rate of $\lambda_{H}=2$. The average arrival rate is $\lambda=0.5$, which is below the service rate of $\mu=1$.
example shown in Fig. 1 is of a system which spends $\frac{5}{6}$ of the time at load 0.2 and $\frac{1}{6}$ of the time at load 2.0 , resulting in an average load of 0.5 . Because this system experiences intermittent overload, its mean queue length is much larger than that of a $\mathrm{M} / \mathrm{M} / 1$ with load 0.5 , especially when high-load and low-load periods are long.

Intermittent overload, or fluctuating load more generally, is common in compute settings [1, 3, 5, 12, 17, 27] and also in medical setting settings [2, 10. It is the reason that capacity provisioning is difficult, and it is the motivation behind the many papers written on dynamic capacity provisioning [6, 14, [25].

Unfortunately no closed-form formula for mean queue length is known even in the simple two-level arrivals system in Figure 1 Even tight closed-form bounds or approximations are non-existent.

## History of Markovian Arrivals and Markovian Service

The intermittent overload question is a special case of the more general problem of systems with Markovian arrivals and Markovian service (MAMS). While very interesting, this question has been open for a long time. The question has been looked at via Matrix Analytic approaches and generating function approaches (see Section 22), but these methods have not led to a closed-form expression explaining how the parameters of the problem (parameters of the Markov chains) affect the performance of the system.

In recent years, there has been renewed interest in this problem. We mention a few key papers briefly here (these are described in more detail in Section 22). First, there's a paper by Vesilo et al. [29], which derives expressions for mean queue length in a two-level arrival system, but these expressions depend on solving cubic equations, which do not provide insight into the behavior of the system. By contrast, our work provides simple closed-form bounds for the two-level arrival system, allowing insight into system behavior, while also solving the much more general MAMS system. Next, there's a paper by Mou and Maguluri [19, which considers Markovian arrivals and Exponential service times. Aside from not handling Markovian service, the bounds proven are not closed-form. By contrast, our paper proves closed-form bounds for the MAMS setting. Finally, there's a paper by Grosof et al. [8], which considers a narrower problem involving Poisson arrivals and a special case of Markovian service arising from the multiserver-job system. Moreover, the results in that paper are asymptotic bounds, not closed-form bounds. Our paper generalizes all of these results.

We note that while our paper focuses on the MAMS setting, an alternative way of thinking about non-i.i.d. arrivals is to define a nonstationary process where the arrival intensity depends on time $t$. While much work has been done in this direction [18, 28, 30, we note that this nonstationary setting is even less tractable than our setting, and does not allow for closed-form bounds. We focus on the MAMS setting, which allows more tractability while being broadly applicable.

## Our results and approach

Summary of results: This paper proves the first closed-form bounds for mean queue length in the MAMS model. Our results are tight in heavy traffic and hold at all loads. When we specialize to the two-level system, we prove tight closed-form bounds in two additional settings: in the limit as the system switches quickly between arrival rates $\left(\alpha_{H}, \alpha_{L} \rightarrow \infty\right)$, and in a setting with intermittent overload setting and slow switching between arrival rates $\left(\lambda_{H}>\mu ; \alpha_{H}, \alpha_{L} \rightarrow 0\right)$. Our main MAMS theorem is Theorem 5.1, which we use to give closed-form bounds in Corollary 5.1, and our main two-level-arrival result is Theorem 3.1, which we use to give additional closed-form bounds in Corollary 7.1.

Approach: Our general approach is a novel extension of the drift method introduced by Eryilmaz and Srikant [4]. In a nutshell, the drift method involves exploiting the fact that the stationary drift of any given random variable related to system performance is zero. The difficulty in using the drift method is choosing an appropriate test function which defines the random variable. In the past, almost all applications of the drift method have involved i.i.d. arrivals and service. The one exception is Mou and Maguluri [19, which required a complex extension to the drift method called the $m$-step drift method. Because the $m$-step drift method is much more complicated, the authors were not able to get a closed-form expression for mean queue length. Our contribution is finding a novel test function which allows for greater analytical tractability.

Our new test function introduces a new way of thinking about Markovian systems, which we call relative arrivals and relative completions. The basic idea is as follows: In an i.i.d. system, it is easy to quantify the expected number of arrivals by time $t$; call this $\mathbb{E}[A(t)]$. For a system with Markovian arrivals, such as the two-level-arrival system, the expected number of arrivals by time $t$ depends on which arrival state the system is in at time 0 : If the system is in the high load state at time 0 , it will see more arrivals by time $t$ than if it is initially in the low load state. If we let $A_{H}(t)$ (respectively, $A_{L}(t)$ ) denote the number of arrivals by time $t$ for a two-level system initialized in state $H$ (respectively, $L$ ), then we expect $\mathbb{E}\left[A_{H}(t)\right]>\mathbb{E}\left[A_{L}(t)\right]$. We devise our novel test function by explicitly quantifying this difference. Specifically, we define the relative arrival quantities $\Delta(H):=\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{H}(t)\right]-\mathbb{E}[A(t)]$ and $\Delta(L):=\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{L}(t)\right]-\mathbb{E}[A(t)]$ (see Definition 3.1). In the general MAMS system, we also define relative completions similarly. These quantities are the heart of our novel test function.

Structure of presentation: To illustrate our method in the simplest setting possible, we start by presenting our results for the two-level arrival process, in Section 3. This allows us to use a slightly simpler test function and also greatly simplify the notation and analysis, while being an interesting result in its own right. In the next several sections (Sections 4 to 6), we then solve the general MAMS system. In Section 7, we return to the two-level system to tighten our bounds in this setting.

## Outline of paper

This paper is organized as follows:

- Section 2 We discuss prior work on the two-level arrivals system, and on queueing systems with Markovian arrivals and/or Markovian service.
- Section 3 We introduce the two-level arrivals system, the drift method, and the relative arrivals function specialized to this setting. We prove our main result, Theorem 3.1, for the two-level arrivals system.
- Section 4 We introduce the MAMS model, and generalize the drift method and the relative arrivals and relative completions function to the MAMS setting.
- Section 5 We state our main result, Theorem 5.1, for the general MAMS system.
- Section 6 We prove our main result for the general MAMS system.
- Section 7 We prove additional bounds for the two-level arrivals system.
- Section 8 We empirically demonstrate the accuracy and tightness of our bounds via simulation.


## 2 Prior work

Our goal in this paper is an explicit, simple characterization of mean queue length in the Markovian arrivals and Markovian service (MAMS) system, in terms of the parameters of the Markov chains controlling the arrival and service processes. We will discuss prior work on MAMS queues in the context of this goal, and prior work on the two-level arrival system in particular.

### 2.1 Generating functions and matrix analytic methods

One way of trying to analytically characterize mean queue length is by using Matrix Analytic Methods or generating function approaches.

Matrix Analytic Methods reduce the problem of deriving the stationary distribution of a MAMS system to a series of linear algebraic calculations [16, 21, 22, 26. Similarly, generating function approaches reduce the problem to finding the roots of certain polynomials [9, 20, 23, 29, 32, 34].

Unfortunately, in both methods, the solution for a general MAMS system is an extremely complex function of the system parameters: Generating function methods require extracting roots of cubic polynomials or higher degree polynomials, while Matrix Analytic methods are typically iterative numerical algorithms.

Thus, neither of these methods allows one to obtain a closed-form expression for even just the mean queue length. This obstacle exists even for simple MAMS systems such as the two-level arrivals system. In contrast, our main results, Theorems 3.1 and 5.1 , give simple formulas for mean queue length, which can be used to qualitatively understand the MAMS system and the two-level arrival system in particular, and bound the behavior of both systems.

### 2.2 Structural and monotonicity results

Focusing on just the two-level arrival system, which we define in Section 3.1, there are a couple papers that begin to characterize the dependency of system performance on the input parameters in a qualitative way.

The first of these, by Gupta et al. [9], proves that mean queue length decreases monotonically as switching rate increases. The paper also characterizes the limiting behavior of mean queue length in the fast and slow switching limits, though in the transient overload setting it merely proves that mean queue length diverges under slow switching. Finally, the paper proves some stochastic ordering results. However, the paper does not prove closed-form expressions characterizing mean queue length outside of those limits, and does not prove bounds or convergence rate results.

The second of these, Vesilo et al. [29], extends Gupta et al. [9] by proving monotonicity results for the convexity and concavity of system performance measures such as mean queue length, by proving additional stochastic ordering results, and by covering edge cases which Gupta et al. 9] left open. However, the paper similarly does not give expressions characterizing mean queue length, nor does it prove bounds on mean queue length.

### 2.3 The $m$-step drift technique

A related paper to ours is Mou and Maguluri [19], which goes a step beyond prior results by analyzing a system with Markovian Arrivals and exponential service in the heavy traffic limit. While the paper proves that the scaled mean queue length $E[Q(1-\rho)]$ converges in that limit, the paper does not give a closed form expression for the limiting value, leaving it in the form of an infinite summation.

Mou and Maguluri [19]'s key analytical technique is an extension to the drift method 4] called the " $m$-step drift method," which is considerably more complex than the original drift method. By contrast, we extend the drift method in a different, simpler direction with our relative arrival and relative completion functions, while managing to prove tighter and more explicit results.


Figure 2: The arrival chain of the two-level arrival process.

## 3 Two-level arrivals

In this section, we will introduce and analyze the two-level arrival system, using a drift analysis based on our novel relative arrivals function. Our main result in this section in Theorem 3.1, which characterizes the mean queue length in the two-level arrival system. The techniques introduced in this section are then generalized to handle the entire MAMS model in Section 5.

We define the two-level arrivals model in Section 3.1. We introduce the drift method in Section 3.2 , We introduce our novel relative arrivals function in Section 3.3. We sketch our proof in Section 3.4, introducing the function whose drift we will analyze. We characterize its drift in Section 3.5, and use it to prove our main result Section 3.6

### 3.1 Two-level model

In the two-level arrivals model, jobs arrive to a single-server queue. Jobs wait in the queue in FCFS order. When a job reaches the head of the queue, it enters service. Job service times are exponentially distributed with rate $\mu$. All jobs are indistinguishable.

Jobs arrive according to a two-level process. The two-level arrival process is depicted in Fig. 1. The arrival process consists of two arrival rates: A high rate $\lambda_{H}$ and a low rate $\lambda_{L}$. The system switches between the two rates according to the switching rates $\alpha_{H}$, the rate of switching from $H$ to $L$, and $\alpha_{L}$, the rate of switching from $L$ to $H$. A Markovian view on this arrival process is shown in Fig. 2 .

Let $\lambda$ denote the long-term average arrival rate:

$$
\begin{equation*}
\lambda=\frac{\lambda_{H} / \alpha_{H}+\lambda_{L} / \alpha_{L}}{1 / \alpha_{H}+1 / \alpha_{L}}=\frac{\lambda_{H} \alpha_{L}+\lambda_{L} \alpha_{H}}{\alpha_{L}+\alpha_{H}} \tag{1}
\end{equation*}
$$

Let $\rho:=\lambda / \mu$ be the system load.
We will write $y$ to denote a generic arrival state, $y \in\{H, L\}$. We will write $(q, y)$ to denote a generic system state, where $q$ is the queue length and $y$ is the arrival state. Let $\bar{y}$ denote the opposite arrival state from $y: \bar{H}=L$ and $\bar{L}=H$. Let $Y(t)$ denote the arrival state at time $t$, and let $Y$ be the corresponding stationary random variable. We will also consider $Y^{\text {arrival }}$, the arrival-rate-weighted arrival state:

$$
\begin{equation*}
P\left(Y^{\text {arrival }}=y\right):=P(Y=y) \frac{\lambda_{y}}{\lambda} \tag{2}
\end{equation*}
$$

It is straightforward to compute the underlying distribution for $Y$. We then get $Y^{\text {arrival }}$ from (2):

$$
Y=\left\{\begin{array}{ll}
H & \text { w.p. } \frac{1 / \alpha_{H}}{1 / \alpha_{H}+1 / \alpha_{L}}=\frac{\alpha_{L}}{\alpha_{H}+\alpha_{L}}  \tag{3}\\
L & \text { w.p. } \frac{1 / \alpha_{L}}{1 / \alpha_{H}+1 / \alpha_{L}}=\frac{\alpha_{H}}{\alpha_{H}+\alpha_{L}}
\end{array}, \quad Y^{\text {arrival }}= \begin{cases}H & \text { w.p. } \frac{\alpha_{L} \lambda_{H}}{\alpha_{H} \lambda_{L}+\alpha_{L} \lambda_{H}} \\
L & \text { w.p. } \frac{\alpha_{H} \lambda_{L}}{\alpha_{H} \lambda_{L}+\alpha_{L} \lambda_{H}}\end{cases}\right.
$$

### 3.2 Drift method

A key idea for analyzing queueing systems is that for any stationary random variable, its rate of increase must equal its rate of decrease. For instance, consider the work $W$ in an $\mathrm{M} / \mathrm{G} / 1$. Using the fact that
the rate of increase due to arriving jobs must equal the rate of decrease due to service, one can prove that $\rho$, the fraction of time the server is occupied, must equal $\lambda \mathbb{E}[S]$, the product of the arrival rate and the mean job size. This balance holds for any stationary random variable. In the $M / G / 1$, by analyzing the rate of increase and decrease of $W^{2}$, one can characterize the mean work in the system.

To formalize this concept and apply it to our system, we make use of the drift of a random variable. In a given state, the random variable's drift is its instantaneous rate of change, in expectation over the randomness of the system. The key fact about drift is that in stationarity, the expected drift of any random variable is 0 , where the expectation is taken both over the state and the future randomness of the system.

Formally, this is captured by the instantaneous generator $G$, which is the stochastic equivalent of the derivative operator. Rather than operating on a random variable directly, it is simpler to think of $G$ as operating on a test function, a function $f$ that maps system states $(q, y)$ to real values. The instantaneous generator takes $f$ and outputs $G \circ f$, the drift of $f$.

Let $G$ specifically denote the generator operator for the two-level arrival system, which is defined as follows: For any test function $f(q, y)$,

$$
G \circ f(q, y):=\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E}[f(Q(t), Y(t))-f(q, y) \mid Q(0)=q, Y(0)=y]
$$

Now, we can state the key fact about the drift:
Lemma 3.1. Let $f$ be a real-valued function of the $M A M S$ system state where $\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty$. Then

$$
\begin{equation*}
\mathbb{E}[G \circ f(Q, Y)]=0 \tag{4}
\end{equation*}
$$

where the expectation is taken over the stationary random variables $Q, Y$.
This result is a special case of the more general result for the MAMS system, Lemma 4.1, which we prove in Appendix C. The drift method relies on finding a useful test function $f$, such that the fact that the expected drift is zero allows us to analyze the performance of the system.

### 3.3 Relative arrivals

Our key new tool, which will allow us to define our needed test function for the drift method, is the relative arrival function, $\Delta(i)$, which we now define.

Let $A_{y}(t)$ denote the number of arrivals by time $t$ given that the arrival process starts in state $y \in\{H, L\}$.

Definition 3.1. The relative arrivals function $\Delta(y)$ is defined as follows:

$$
\Delta(H):=\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{H}(t)\right]-\lambda t, \quad \Delta(L):=\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{L}(t)\right]-\lambda t
$$

As we illustrate in Fig. 3, the relative arrivals function, $\Delta(y)$, represents the difference between the expected number of arrivals given that we're starting in state $y$ and the expected total number of arrivals. As time goes to infinity, this difference converges to a finite value.
$\Delta(H)$ and $\Delta(L)$ are related as follows:

$$
\begin{equation*}
\Delta(H)=\frac{\lambda_{H}-\lambda}{\alpha_{H}}+\Delta(L), \quad \Delta(L)=\frac{\lambda_{L}-\lambda}{\alpha_{L}}+\Delta(H) \tag{5}
\end{equation*}
$$

To see why (5) holds, note that $\lambda_{H}-\lambda$ is the difference in arrival rates between $H$ and the long-term rate, and $\frac{1}{\alpha_{H}}$ is the time for which that difference accrues. After this time, the system transitions to state $L$.


Figure 3: Expected arrivals by time $t$, starting in arrival states $H$ and $L$, and in the steady-state $Y$. Relative arrivals $\Delta(H)$ and $\Delta(L)$ are the limiting differences between these functions. Setting: $\lambda_{H}=2, \lambda_{L}=0.2, \alpha_{H}=0.5, \alpha_{L}=0.1, \mu=1, \lambda=0.5$.

To characterize the exact values of $\Delta(H)$ and $\Delta(L)$, we can use the fact that the time-average value of $\Delta$ is zero: $\mathbb{E}[\Delta(Y)]=0$, which we prove for the more general MAMS system in Lemma 4.3. As a result:

$$
\begin{equation*}
\Delta(H)=\alpha_{H} \frac{\lambda_{H}-\lambda_{L}}{\left(\alpha_{H}+\alpha_{L}\right)^{2}}, \quad \Delta(L)=\alpha_{L} \frac{\lambda_{L}-\lambda_{H}}{\left(\alpha_{H}+\alpha_{L}\right)^{2}} \tag{6}
\end{equation*}
$$

The drift of the relative arrivals function is nicely behaved: $G \circ \Delta(y)=\lambda-\lambda_{y}$. This follows from Definition 3.1. The $\mathbb{E}\left[A_{y}(t)\right]$ term contributes $\lambda_{y}$ to the drift, while the $\lambda t$ term contributes $\lambda$. This property is generalized to the MAMS system and proven in Corollary B.1.

### 3.4 Developing our test function

We come up with a new test function $f_{\Delta}(q, y)$ for the drift method that combines both the queue length and the relative arrivals introduced in the last subsection.

Definition 3.2. $f_{\Delta}(q, y):=(q+\Delta(y))^{2}-\Delta(y)^{2}=q(q+2 \Delta(y))$.
The intuition for the use of the test function $f_{\Delta}(q, y)$ is that on its own, the queue length $q$ changes at a state-dependent rate, which is hard to analyze. Specifically, jobs arrive at the rate $\lambda_{y}$ and complete at the rate $\mu$, so the queue length $q$ has drift $\lambda_{y}-\mu$, assuming $q>0$.

We want to "smooth out" the instantaneous rate of change of $q$. Specifically, we want a function which:

- has a constant drift, in all system states where $q>0$, and
- differs from $q$ by a bounded amount.

Recall from Section 3.3 that the drift of $\Delta(y)$ is $\lambda-\lambda_{y}$. Thus, the function $q+\Delta(y)$ has a constant drift of $\lambda-\mu$ in all system states where $q>0$.

Thus, $q+\Delta(y)$ is a smoothed-out proxy for the queue length $q$ with constant drift, making it tractable for analysis. We set $f_{\Delta}(q, y)$ to be a smoothed-out proxy for the square of the queue length, as applying the generator $G$ gives information about the expected derivative of the test function, and hence information about $\mathbb{E}[Q]$. Specifically, as we show in Lemma 3.3, the drift of $f_{\Delta}(q, y)$ separates cleanly: It has a $(\lambda-\mu) q$ term, and terms that do not depend on $q$. Then, in Theorem 3.1, we apply the fact that the drift is zero in stationarity (Lemma 3.1), allowing us to characterize $\mathbb{E}[Q]$.

### 3.5 Lemmas for the two-level system

First, let's calculate the drift of a generic test function in the two-level system.
Lemma 3.2. For any test function $f$ in the two-level system, its instantaneous drift in a particular system state $(q, y)$ can be expressed as

$$
G \circ f(q, y)=\lambda_{y}(f(q+1, y)-f(q, y))+\alpha_{y}(f(q, \bar{y})-f(q, y))+\mu(f(q-1+u, y)-f(q, y))
$$

where $u:=(1-q)^{+}=\mathbb{1}\{q=0\}$ denotes unused service, and $\bar{y}$ is the opposite arrival state from $y$.
Proof. In a given state of the two-level system $(q, y)$, there are three events that can occur: arrival, change of the arrival state $y$, and completion, if $q>0$. These three events each contribute a corresponding term to the drift of the generic test function $f$.

Now, we can calculate the drift for the special test function $f_{\Delta}(q, y)=q(q+2 \Delta(y))$.
Lemma 3.3. For any system state $(q, y)$ of the two-level system, the instantaneous drift is

$$
\begin{equation*}
G \circ f_{\Delta}(q, y)=2(\lambda-\mu) q+2\left(\lambda_{y}-\mu(1-u)\right) \Delta(y)+\lambda_{y}+\mu(1-u) . \tag{7}
\end{equation*}
$$

Proof. By Lemma 3.2 and the definition of $f_{\Delta}(q, y)$,

$$
\begin{align*}
G \circ f_{\Delta}(q, y)= & \lambda_{y}((q+1)(q+1+2 \Delta(y))-q(q+2 \Delta(y)))  \tag{8}\\
& +\alpha_{y}(q(q+2 \Delta(\bar{y}))-q(q+2 \Delta(y)))  \tag{9}\\
& +\mu((q-1+u)(q-1+u+2 \Delta(y))-q(q+2 \Delta(y))) \tag{10}
\end{align*}
$$

Let us simplify each term in the expression. Each term will simplify to an affine function of $q$ : A linear term in $q$, plus an additive offset. The slope of some of these affine functions will depend on $y$, but we will show that for the overall drift, the slope does not depend on $y$, due to our choice of test function.

For the arrivals term, (8),

$$
\lambda_{y}((q+1)(q+1+2 \Delta(y))-q(q+2 \Delta(y)))=2 \lambda_{y} q+\lambda_{y}(2 \Delta(y)+1)
$$

For the switching term, (9),

$$
\alpha_{y}(q(q+2 \Delta(\bar{y}))-q(q+2 \Delta(y)))=2 \alpha_{y} q\left(\Delta_{A}(\bar{y})-\Delta(y)\right)
$$

For the completions term, 10,

$$
\mu((q-1+u)(q-1+u+2 \Delta(y))-q(q+2 \Delta(y)))=-2 \mu q+\mu(1-u)(-2 \Delta(y)+1)
$$

where we make use of the facts that $q u=0$ and that $(1-u)^{2}=(1-u)$, noting that $(1-u) \in\{0,1\}$.
Combining the above calculations, we find that

$$
\begin{align*}
G \circ f_{\Delta}(q, y) & =2\left(\lambda_{y}+\alpha_{y}(\Delta(\bar{y})-\Delta(y))-\mu\right) q  \tag{11}\\
& +2\left(\lambda_{y}-\mu(1-u)\right) \Delta(y)+\lambda_{y}+\mu(1-u)
\end{align*}
$$

Now, we want to simplify the $\lambda_{y}+\alpha_{y}(\Delta(\bar{y})-\Delta(y))$ coefficient in 11. To do so, let us use a relationship demonstrated in Section 3.3, namely (5):

$$
\Delta(y)=\frac{\lambda_{y}-\lambda}{\alpha_{y}}+\Delta(\bar{y}) \Longrightarrow \lambda=\lambda_{y}+\alpha_{y}(\Delta(\bar{y})-\Delta(y))
$$

Thus, the linear term in simplifies to a term which does not depend on $y$, as desired:

$$
G \circ f_{\Delta}(q, y)=2(\lambda-\mu) q+2\left(\lambda_{y}-\mu(1-u)\right) \Delta(y)+\lambda_{y}+\mu(1-u)
$$

### 3.6 Main result for two-level system

Theorem 3.1. In the two-level arrivals system with exponential service rate, the mean queue length is:

$$
\begin{align*}
\mathbb{E}[Q] & =\frac{\rho\left(\mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right]+1\right)}{1-\rho}+\mathbb{E}[\Delta(Y) \mid Q=0], \text { where }  \tag{12}\\
\mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right] & =\frac{\left(\lambda_{H}-\lambda_{L}\right)^{2} \alpha_{L} \alpha_{H}}{\lambda\left(\alpha_{H}+\alpha_{L}\right)^{3}}, \\
\mathbb{E}[\Delta(Y) \mid Q=0] & =\frac{\lambda_{H}-\lambda_{L}}{\alpha_{H}+\alpha_{L}}\left(P(Y=H \mid Q=0)-\frac{\alpha_{L}}{\alpha_{H}+\alpha_{L}}\right)
\end{align*}
$$

Proof. We start with the result of Lemma 3.3 .

$$
\begin{equation*}
G \circ f_{\Delta}(q, y)=2(\lambda-\mu) q+2\left(\lambda_{y}-\mu(1-u)\right) \Delta(y)+\lambda_{y}+\mu(1-u) . \tag{13}
\end{equation*}
$$

Recall Lemma 3.1, the key drift-method lemma, which states that for (essentially) any test function, $f(q, y)$, we have $\mathbb{E}[G \circ f(Q, Y)]=0$, where $(Q, Y)$ is the stationary random variable for the system state. In particular, $\mathbb{E}\left[G \circ f_{\Delta}(Q, Y)\right]=0$. We will use this fact to characterize $\mathbb{E}[Q]$. More specifically, because $f_{\Delta}(q, y)$ grows polynomially in $q$, we show it satisfies Lemma 3.1 in Lemma C.2.

Taking the expectation of $\sqrt{13}$, we find that

$$
\begin{align*}
0 & =\mathbb{E}\left[G \circ f_{\Delta}(Q, Y)\right] \\
& =2(\lambda-\mu) \mathbb{E}[Q]+2 \mathbb{E}_{y \sim Y}\left[\lambda_{y} \Delta(y)\right]-2 \mu \mathbb{E}[\Delta(y)]+2 \mu \mathbb{E}[\Delta(Y) \mathbb{1}\{Q=0\}]+\lambda+\mu P(Q>0) \\
& =2(\lambda-\mu) \mathbb{E}[Q]+2 \mathbb{E}_{y \sim Y}\left[\lambda_{y} \Delta(y)\right]+2 \mu \mathbb{E}[\Delta(Y) \mathbb{1}\{Q=0\}]+\lambda+\mu P(Q>0) \tag{14}
\end{align*}
$$

In taking this expectation, we use the facts that $\lambda:=\mathbb{E}\left[\lambda_{Y}\right]$, that $\mathbb{E}[\Delta(Y)]=0$, and that $u:=\mathbb{1}\{q=0\}$. Note that the $(\lambda-\mu) q$ term in (13) allows us to get a $\mathbb{E}[Q]$ term in (14).

To simplify $\sqrt{14}$, note that because the system has an exponential service rate, $P(Q>0)=\rho=\frac{\lambda}{\mu}$, by Lemma A.1. Thus:

$$
\begin{equation*}
0=(\lambda-\mu) \mathbb{E}[Q]+\mathbb{E}_{y \sim Y}\left[\lambda_{y} \Delta(y)\right]+(\mu-\lambda) \mathbb{E}[\Delta(Y) \mid Q=0]+\lambda \tag{15}
\end{equation*}
$$

Recall that we defined $Y^{\text {arrival }}$ to be the arrival-weighted state of the arrival process. In particular, from (2), $P\left(Y^{\text {arrival }}=y\right):=P(Y=y) \frac{\lambda_{y}}{\lambda}$. As a result, $\mathbb{E}_{y \sim Y}\left[\lambda_{y} \Delta(y)\right]=\lambda \mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right]$, and 15) becomes:

$$
\begin{aligned}
0 & =(\lambda-\mu) \mathbb{E}[Q]+\lambda \mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right]+(\mu-\lambda) \mathbb{E}[\Delta(Y) \mid Q=0]+\lambda \\
\mathbb{E}[Q] & =\frac{\rho\left(\mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right]+1\right)}{1-\rho}+\mathbb{E}[\Delta(Y) \mid Q=0]
\end{aligned}
$$

Using the values of $\Delta$ from (6) and the distribution for $Y^{\text {arrival }}$ from (3), we can compute $\mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right]$ and compute $\mathbb{E}[\Delta(Y) \mid Q=0]$ up to the value of $P(Y=H \mid Q=0)$, which we bound in Section 7 .

Note that plugging in the bound $P(Y=H \mid Q=0)>0$ immediately gives a strong lower bound on $\mathbb{E}[Q]$. In Section 7, we prove tight upper bounds on $P(Y=H \mid Q=0)$ in both the quick switching limit $\left(\alpha_{H}, \alpha_{L} \rightarrow \infty\right)$ and in the slow switching limit $\left(\alpha_{H}, \alpha_{L} \rightarrow 0\right)$, giving tight results in both regimes.

Even without any bounds on $P(Y=H \mid Q=0)$, Theorem 3.1 already tightly characterizes mean response time in the $\rho \rightarrow 1$ limit (the heavy traffic limit), holding $\alpha_{H}$ and $\alpha_{L}$ constant:

Corollary 3.1. In the two-level arrivals system, the scaled mean queue length in the heavy traffic limit converges to $\lim _{\rho \rightarrow 1}(1-\rho) \mathbb{E}[Q]=\mathbb{E}\left[\Delta\left(Y^{\text {arrival }}\right)\right]+1$.

This holds because $\mathbb{E}[\Delta(Y) \mid Q=0]$ is bounded by $\Delta(L)$ and $\Delta(H)$, which are bounded in the $\rho \rightarrow 1$ limit.

In the more general setting of Markovian arrivals and Markovian service (MAMS), we prove Theorem 5.1, a generalization of our two-level result Theorem 3.1, which can handle any number of arrival rates, as well as Markov modulated service rates. This results in a similar heavy traffic result, Corollary 5.2 .

## 4 MAMS model and definitions

We now turn to the general setting of Markovian arrivals and Markovian service (MAMS), where the arrival process and the completions process are both Markov chains.

Like the two-level arrival system introduced in Section 3.1, the MAMS system consists of a singleserver queue. Jobs wait in the queue in FCFS order. When a job reaches the head of the queue, it enters service. After some time in service, the job completes. All jobs are indistinguishable. Jobs arrive according to an arrival process which we define in Section 4.1, and complete according to a completion process which we define in Section 4.2. After introducing the MAMS model, Sections 4.3 to 4.5 generalize our discussion of the drift process, the notion of relative arrivals (and completions), and the test function from what we saw in Section 3 . The main results for the MAMS model are stated in Section 5

Our goal is to bound the mean queue length in the MAMS system, with bounds that are tight in heavy traffic. We seek to generalize Theorem 3.1, our main result for the two-level arrivals system.

### 4.1 Arrivals

We start by generalizing the arrival process to be a general finite-state continuous-time Markov chain. In Section 3.1, the arrival process had only two states, high arrival intensity and low arrival intensity. There were two types of updates in that arrival process: Jobs arriving, which happened with rate $\lambda_{H}$ and $\lambda_{L}$, and state changes, which happened with rate $\alpha_{H}$ and $\alpha_{L}$.

In the more general MAMS setting, we must track both the initial and final state of a state change, and we also allow for a job to arrive simultaneously with the state change.

We thus use the following more general notation: Let the state space of the arrival chain be some finite set $\mathbb{A}$. For a given pair of states $i \neq j \in \mathbb{A}$, the system may transition from $i$ to $j$ with an arrival, or from $i$ to $j$ without an arrival. We will denote the rate of the former transition as $r_{i, j, 1}$, and of the later transition as $r_{i, j, 0}$. In general, we will write the transition rate as $r_{i, j, a}$, where the $a$ parameter indicates whether an arrival occurs during a transition. As a special case, self-transitions may only occur with an arrival: $r_{i, i, 1}$ may be nonzero, $r_{i, i, 0}$ is always zero.

For example, in the two-level system of Section $3, \mathbb{A}=\{H, L\}$, and the nonzero transition rates are:

$$
r_{H, H, 1}=\lambda_{H}, \quad r_{L, L, 1}=\lambda_{L}, \quad r_{H, L, 0}=\alpha_{H}, \quad r_{L, H, 0}=\alpha_{L}
$$

We assume that the arrival chain is irreducible. Let $\lambda$ be the long-term arrival rate, as in Section 3.1. Let $Y_{A}(t)$ be a random variable denoting the state of the arrival chain at time $t$. Let $Y_{A}$ be the corresponding stationary random variable. Let $Y_{A}^{\text {arrival }}$ be the arrival-rate-weighted arrival state, defined as follows:

$$
P\left(Y_{A}^{\text {arrival }}=j\right):=\frac{\sum_{i \in \mathbb{A}} P\left(Y_{A}=i\right) r_{i, j, 1}}{\lambda}
$$

Note that $Y_{A}(t), Y_{A}$, and $Y_{A}^{\text {arrival }}$ correspond to $Y(t), Y$, and $Y^{\text {arrival }}$ from Section 3.1. The subscript ${ }_{A}$ is added to differentiate the arrival chain from the completion chain, which will use the subscript ${ }_{C}$.

We will use • in the rate subscripts when aggregating multiple related rates. For instance, $r_{i, \cdot,}:=$ $\sum_{j, a} r_{i, j, a}$. As a special case, we will define $\lambda_{i}=r_{i, \cdot, 1}$ to be the total instantaneous arrival rate in state $i$.

### 4.2 Completions

In the two-level arrivals model in Section 3, completions always occurred at rate $\operatorname{Exp}(\mu)$. In the general MAMS model, we allow the completion chain to be a general finite-state continuous-time Markov chain.

Paralleling the arrival chain defined in Section 4.1, we let the state space of the completion chain be some finite set $\mathbb{C}$. For each $i, j \in \mathbb{C}$, the system may transition from $i$ to $j$ with a completion or without a completion, at rates $s_{i, j, 0}$ and $s_{i, j, 1}$ respectively. As before, $s_{i, i, 1}$ may be nonzero, but $s_{i, i, 0}=0$.

We write these rates as $s_{i, j, c}$, where the $c$ parameter denotes whether a completion occurs during a transition. Again, we assume the completion chain is irreducible.

One important note: A completion transition may occur when there are no jobs present in the system. If this happens, the completion process's state change still occurs, and the queue remains empty. We will refer to such a completion as an "unused completion."

Let $\mu$ denote the long-term rate of completions, whether used or unused.
As an example, in the two-level system there was only a single completion state, which we may arbitrarily call $X$. Then $\mathbb{C}=\{X\}$. The sole completion transition rate was $s_{X, X, 1}=\mu$.

We define $Y_{C}(t), Y_{C}$, and $Y_{C}^{\text {comp }}$ to correspond to $Y_{A}(t), Y_{A}$, and $Y_{A}^{\text {arrival }}$ from Section 4.1. In particular,

$$
P\left(Y_{C}^{\text {comp }}=j\right):=\frac{\sum_{i \in \mathbb{C}} P\left(Y_{C}=i\right) s_{i, j, 1}}{\mu} .
$$

We define the load $\rho$ to be the ratio $\lambda / \mu$. Our bounds hold for all loads $\rho$, and are tight in the heavy-traffic limit, as $\rho \rightarrow 1$.

In our main result for the two-level arrival system, Theorem 3.1, we make use of an expectation of the form $\mathbb{E}[\cdot \mid Q=0]$, conditioning on the system state when the queue is empty. In the MAMS setting, we condition the system state when when unused completions occur. We will write this expectation as $\mathbb{E}_{U}[\cdot]$. Note that in the two-level system, because of the exponential service process and the PASTA property [31], these two expectations coincide: $\mathbb{E}_{U}[\cdot]=\mathbb{E}[\cdot \mid Q=0]$. We define the expectation $\mathbb{E}_{U}[\cdot]$ in more detail in Appendix A

As with the arrival process, we use • to aggregate related rates, and define $\mu_{i}=s_{i, \cdot, 1}$ to correspond to $\lambda_{i}$.

### 4.3 Drift method

In the general MAMS model, we continue using the drift method which we discussed in Section 3.2, using the fact that the rate of change of any random variable is zero in steady state. Formally, the rate of change of a random variable is captured by the drift of a test function. Here a test function $f$ is any real-valued function of the state of the MAMS system, $\left(q, i_{A}, i_{C}\right)$, where $q$ denotes the total number of jobs, and $i_{A}$ and $i_{C}$ denote the states of the arrival and service processes, respectively. The drift of the test function $G \circ f\left(q, i_{A}, i_{C}\right)$ is defined as

$$
G \circ f\left(q, i_{A}, i_{C}\right):=\lim _{t \rightarrow 0} \frac{1}{t} \mathbb{E}\left[f\left(Q(t), Y_{A}(t), Y_{C}(t)\right)-f\left(q, i_{A}, i_{C}\right) \mid Q(0)=q, Y_{A}(0)=i_{A}, Y_{C}(0)=i_{C}\right]
$$

The operator $G$ is called the instantaneous generator, which takes a test function $f$ as input and gives the drift of the test function $G \circ f$ as output. The instantaneous generator can be seen as the stochastic equivalent of the derivative operator.

The lemma below shows that the expected value of the $G \circ f$ in steady state is zero, generalizing Lemma 3.1 to the MAMS system. We prove Lemma 4.1 in Appendix C.

Lemma 4.1. Let $f$ be a test function for which $\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty$. Then

$$
\begin{equation*}
\mathbb{E}\left[G \circ f\left(Q, Y_{A}, Y_{C}\right)\right]=0 \tag{16}
\end{equation*}
$$

All test functions $f$ that we will use with will grow at a polynomial rate in $q$, which we show satisfy Lemma 4.1 in Lemma C. 2

Similar to Lemma 3.2 , Lemma 4.2 below provides the expression for the drift of a generic function in the MAMS system. Lemma 4.2 is standard in the drift method literature, and we have specialized it to this system. We prove Lemma 4.2 in Appendix C .

Lemma 4.2. For any real-valued function $f$ of the state of the MAMS system,

$$
\begin{aligned}
G \circ f\left(q, i_{A}, i_{C}\right) & =\sum_{j_{A} \in \mathbb{A}, a \in\{0,1\}} r_{i_{A}, j_{A}, a}\left(f\left(q+a, j_{A}, i_{C}\right)-f\left(q, i_{A}, i_{C}\right)\right) \\
& +\sum_{j_{C} \in \mathbb{C}, c \in\{0,1\}} s_{i_{C}, j_{C}, c}\left(f\left(q-c+u, i_{A}, j_{C}\right)-f\left(q, i_{A}, i_{C}\right)\right)
\end{aligned}
$$

where $u=(c-q)^{+}$denotes the unused service.

### 4.4 Relative arrivals and completions

In Section 3.3 we introduced the concept of the relative arrivals function. In the MAMS setting, we denote this relative arrivals function as $\Delta_{A}(i)$, and we also introduce the relative completions function $\Delta_{C}(i)$, defined equivalently.

Let $A_{i}(t)$ denote the number of arrivals by time $t$ given that the arrival chain starts in state $i \in \mathbb{A}$ at time $t=0$. Let $C_{i}(t)$ denote the number of completions by time $t$ given that the completion chain starts in state $i \in \mathbb{C}$ at time $t=0$.

Definition 4.1. Define the relative arrivals and relative completions functions $\Delta_{A}(i), \Delta_{C}(i)$ as follows:

$$
\Delta_{A}(i):=\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{i}(t)\right]-\lambda t, \quad \Delta_{C}(i):=\lim _{t \rightarrow \infty} \mathbb{E}\left[C_{i}(t)\right]-\mu t
$$

We verify that these limits always converge to a finite value in Appendix B These functions can be seen as the relative value function of the Markov reward process where a reward of 1 is received whenever an arrival or completion occurs, respectively. We can therefore calculate their values explicitly by solving the corresponding Poisson equation, given in Lemma B.1, along with Lemma 4.3, which states that these quantities have zero expected value in stationarity:

Lemma 4.3. $\mathbb{E}\left[\Delta_{A}\left(Y_{A}\right)\right]=0, \mathbb{E}\left[\Delta_{C}\left(Y_{C}\right)\right]=0$.
Proof. Note that $\left[Y_{A}(t) \mid Y_{A}(0)=Y_{A}\right] \sim Y_{A}$. As a result, $\mathbb{E}\left[A_{Y_{A}}(t)\right]=\lambda t$ for any $t$. Then by definition, $\mathbb{E}\left[\Delta_{A}\left(Y_{A}\right)\right]=\lim _{t \rightarrow \infty}\left(\mathbb{E}\left[A_{Y_{A}}(t)\right]-\lambda t\right)=0$. Similarly, $\mathbb{E}\left[\Delta_{C}\left(Y_{C}\right)\right]=0$.

Another important property of $\Delta_{A}(i)$ and $\Delta_{C}(i)$ are their drifts:
Corollary B.1 1. $G \circ \Delta_{A}\left(i_{A}\right)=\lambda-\lambda_{i_{A}}, G \circ \Delta_{C}\left(i_{C}\right)=\mu-\mu_{i_{C}}$.
Corollary B. 1 follows from the Poisson equation, Lemma B.1, and it is proven in Appendix B.

### 4.5 Test function

In order to characterize $\mathbb{E}[Q]$, we introduce the test function $f_{\Delta_{A}, \Delta_{C}}\left(q, i_{A}, i_{C}\right)$, which generalizes the two-level arrival test function defined in Definition 3.2 to the MAMS system.

Definition 4.2. $f_{\Delta_{A}, \Delta_{C}}\left(q, i_{A}, i_{C}\right):=q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)$.
The intuition for this test function again comes from finding a smooth proxy for the queue length $q$. In the two-level system, we used $q+\Delta(y)$ as a proxy for $q$, to capture the influence of the state-dependent arrival rate in the two-level system, In the MAMS system, both the arrival rates and completion rates are state-dependent, so we use $q+\Delta_{A}\left(i_{A}\right)-\Delta_{C}\left(i_{C}\right)$ as a smooth proxy for $q$.

To characterize mean queue length, we need a proxy for the square of the queue length. In the two-level system, we used $q(q+2 \Delta(y))$ as our proxy for the square of queue length. In the MAMS system, $f_{\Delta_{A}, \Delta_{C}}\left(q, i_{A}, i_{C}\right)$ fulfils the same role.

## 5 Results

We now present the main of the paper: a closed-form formula for the mean queue length in the MAMS system. This will be proven in Section 6 .

Theorem 5.1 (Mean queue length). In the MAMS system, the mean queue length is given by:

$$
\mathbb{E}[Q]=\frac{\rho \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+\mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+\rho}{1-\rho}+\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]
$$

where $\mathbb{E}_{U}[\cdot]$ was defined in Section 4.2:

$$
\left.\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{c o m p}\right)\right)\right]=\frac{\left.\mathbb{E}\left[\left(\mu_{Y_{C}} \Delta_{A}\left(Y_{A}\right)-\sum_{j_{C} \in \mathbb{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right)\right) \mathbb{1}\{Q=0\}\right]}{\mu-\lambda}
$$

Our formula consists of a fully-explicit primary term and a secondary term (the $\mathbb{E}_{U}[\cdot]$ term) which depends on the behavior of the MAMS system when the queue is empty, captured by the expectation over the unused service $\mathbb{E}_{U}[\cdot]$. Theorem 5.1 generalizes our two-level result, Theorem 3.1 . The $\mathbb{E}[\Delta(Y) \mid$ $Q=0]$ term in Theorem 3.1 becomes the $\mathbb{E}_{U}[\cdot]$ term in Theorem 5.1, and terms are introduced for the Markovian service process. One can exactly compute the $\Delta_{A}(\cdot)$ and $\Delta_{C}(\cdot)$ functions by solving the corresponding Poisson equations, as discussed in Section 4.4 .

As one consequence of Theorem 5.1. note that $\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{c o m p}\right)\right]$ is bounded by the maximum and minimum possible values of $\Delta_{A}$ and $\Delta_{C}$, yielding the following simple bounds:
Corollary 5.1. Let $\Delta_{A}^{\max }$ and $\Delta_{A}^{\min }$ be the maximum and minimum values of $\Delta_{A}\left(i_{A}\right)$ over all arrival states $i_{A}$, and define $\Delta_{C}^{\max }$ and $\Delta_{C}^{\min }$ similarly. In the MAMS system, the mean queue length is bounded by

$$
\Delta_{A}^{\min }-\Delta_{C}^{\max } \leq \mathbb{E}[Q]-\frac{\rho \Delta_{A}\left(Y_{A}^{\text {arrival }}\right)+\Delta_{C}\left(Y_{C}^{\text {comp }}\right)+\rho}{1-\rho} \leq \Delta_{A}^{\max }-\Delta_{C}^{\min }
$$

Proof. This corollary follows immediately from Theorem 5.1, once we recall that the arrival and completion state spaces $\mathbb{A}$ and $\mathbb{C}$ are finite, and that the relative arrivals and completions functions always converge, as discussed in Section 4.4.

Note that these bounds converge in the $\rho \rightarrow 1$ limit, as $\Delta_{A}^{\max }, \Delta_{A}^{\min }, \Delta_{C}^{\max }$, and $\Delta_{C}^{\min }$ remain bounded in that limit, allowing us to exactly characterize the heavy traffic behavior of the system:

Corollary 5.2. In the MAMS system, the scaled mean queue length in the heavy traffic limit converges:

$$
\lim _{\rho \rightarrow 1}(1-\rho) \mathbb{E}[Q]=\mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+\mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+1
$$

## 6 Proofs for MAMS system

We will follow a similar structure to that used in Section 3.

- Lemma 6.1 sets up the formula for the drift of our chosen test function $f_{\Delta_{A}, \Delta_{C}}$, which we introduced in Section 4.5 splitting the drift into an arrivals term and a completions term.
- Lemmas 6.2 and 6.4 simplify the arrivals and completions drift terms.
- Lemmas 6.3 and 6.5 compute the steady-state expectations of the arrivals and completions drift terms.
- In Section 6.2, we prove Theorem 5.1 using our expected drift results and the fact that expected drift in steady state is zero to characterize mean queue length $\mathbb{E}[Q]$.
Lemmas 6.2 and 6.4 collectively generalize Lemma 3.3 from the two-level system to the MAMS system, while Lemmas 6.3 and 6.5 and Theorem 5.1 collectively generalize Theorem 3.1 .


### 6.1 Key lemmas

We start by deriving an initial formula for the drift of our test function $f_{\Delta_{A}, \Delta_{C}}$, which we introduced in Section 4.5. We separate this formula into two terms: An arrivals term $g_{A}$ and a completions term $g_{C}$.

Lemma 6.1 (Formula for drift of $f_{\Delta_{A}, \Delta_{C}}$ ). For any MAMS system and any system state $\left(q, i_{A}, i_{C}\right)$,

$$
\begin{align*}
& G \circ f_{\Delta_{A}, \Delta_{C}}\left(q, i_{A}, i_{C}\right)=g_{A}\left(q, i_{A}, i_{C}\right)+g_{C}\left(q, i_{A}, i_{C}\right) \\
& \text { where } g_{A}\left(q, i_{A}, i_{C}\right):=  \tag{17}\\
& \sum_{j_{A} \in \mathbb{A}, a} r_{i_{A}, j_{A}, a}\left((q+a)\left(q+a+2 \Delta_{A}\left(j_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)-q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)\right) \\
& \text { and where } g_{C}\left(q, i_{A}, i_{C}\right):=  \tag{18}\\
& \sum_{j_{C} \in \mathbb{C}, c} s_{i_{C}, j_{C}, c}\left((q-c+u)\left(q-c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right)-q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)\right) .
\end{align*}
$$

Proof. Follows immediately from Lemma 4.2 ,
Now, we simplify the $g_{A}$ term.
Lemma 6.2. For any $M A M S$ system and any system state $\left(q, i_{A}, i_{C}\right)$,

$$
\begin{equation*}
g_{A}\left(q, i_{A}, i_{C}\right)=2 \lambda q+\left(1-2 \Delta_{C}\left(i_{C}\right)\right) \lambda_{i_{A}}+2 \sum_{j_{A} \in \mathbb{A}} r_{i_{A}, j_{A}, 1} \Delta_{A}\left(j_{A}\right) \tag{19}
\end{equation*}
$$

Proof. We start by simplifying $g_{A}\left(q, i_{A}, i_{C}\right)$. Recall the definition of $\left.g_{A}, 17\right)$ :

$$
\begin{equation*}
g_{A}\left(q, i_{A}, i_{C}\right)=\sum_{j_{A}, a} r_{i_{A}, j_{A}, a}\left((q+a)\left(q+a+2 \Delta_{A}\left(j_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)-q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)\right) . \tag{20}
\end{equation*}
$$

Let us simplify the bracketed term inside the summation:

$$
\begin{align*}
& (q+a)\left(q+a+2 \Delta_{A}\left(j_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)-q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right) \\
& =2 q\left(a+\Delta_{A}\left(j_{A}\right)-\Delta_{A}\left(i_{A}\right)\right)+a\left(a-2 \Delta_{C}\left(i_{C}\right)+2 \Delta_{A}\left(j_{A}\right)\right) \tag{21}
\end{align*}
$$

Let us substitute 21 back into 20 :

$$
\begin{align*}
g_{A}\left(q, i_{A}, i_{C}\right)= & 2 q \sum_{j_{A}, a} r_{i_{A}, j_{A}, a}\left(a+\Delta_{A}\left(j_{A}\right)-\Delta_{A}\left(i_{A}\right)\right)  \tag{22}\\
& +\sum_{j_{A}, a} r_{i_{A}, j_{A}, a} a\left(a-2 \Delta_{C}\left(i_{C}\right)+2 \Delta_{A}\left(j_{A}\right)\right) . \tag{23}
\end{align*}
$$

We will separately simplify (22) and (23).
For (22), we prove in Corollary B.1 that for any initial state $i_{A}$,

$$
\sum_{j_{A}, a} r_{i_{A}, j_{A}, a}\left(a+\Delta_{A}\left(j_{A}\right)-\Delta_{A}\left(i_{A}\right)\right)=\lambda
$$

This follows from the definition of the relative arrivals function $\Delta_{A}$.
For (23), note that $a \in\{0,1\}$ :

$$
\sum_{j_{A}, a} r_{i_{A}, j_{A}, a} a\left(a-2 \Delta_{C}\left(i_{C}\right)+2 \Delta_{A}\left(j_{A}\right)\right)=\left(1-2 \Delta_{C}\left(i_{C}\right)\right) \lambda_{i_{A}}+2 \sum_{j_{A}} r_{i_{A}, j_{A}, 1} \Delta_{A}\left(j_{A}\right)
$$

Combining our simplifications, we find that

$$
g_{A}\left(q, i_{A}, i_{C}\right)=2 \lambda q+\left(1-2 \Delta_{C}\left(i_{C}\right)\right) \lambda_{i_{A}}+2 \sum_{j_{A}} r_{i_{A}, j_{A}, 1} \Delta_{A}\left(j_{A}\right)
$$

Now, we characterize the expectation of $g_{A}$ over the steady state of the MAMS system.
Lemma 6.3 (Mean of arrivals term $g_{A}$ ). For any MAMS system,

$$
\begin{equation*}
\mathbb{E}\left[g_{A}\left(Q, Y_{A}, Y_{C}\right)\right]=\lambda\left(2 \mathbb{E}[Q]+2 \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+1\right) \tag{24}
\end{equation*}
$$

Proof. Let us begin with the simplified expression for $g_{A}$ from Lemma 6.2

$$
\begin{align*}
g_{A}\left(q, i_{A}, i_{C}\right)= & 2 \lambda q+\left(1-2 \Delta_{C}\left(i_{C}\right)\right) \lambda_{i_{A}}+2 \sum_{j_{A}} r_{i_{A}, j_{A}, 1} \Delta_{A}\left(j_{A}\right) \\
\mathbb{E}\left[g_{A}\left(Q, Y_{A}, Y_{C}\right)\right]= & 2 \lambda \mathbb{E}[Q]+\mathbb{E}\left[\left(1-2 \Delta_{C}\left(Y_{C}\right)\right) \lambda_{Y_{A}}\right]  \tag{25}\\
& +2 \sum_{i_{A}, j_{A}} P\left(Y_{A}=i_{A}\right) r_{i_{A}, j_{A}, 1} \Delta_{A}\left(j_{A}\right) \tag{26}
\end{align*}
$$

We simplify (25) and (26) separately. For (25), note that $Y_{A}$ and $Y_{C}$ are independent, as the arrival process and completions process update independently. Note also that $\left.\mathbb{E}\left[\Delta_{C}\left(Y_{C}\right)\right)\right]=0$, as shown in Lemma 4.3, and that $\mathbb{E}\left[\lambda_{Y_{A}}\right]=\lambda$, which is the definition of $\lambda$. Thus, we can simplify the second term of (25):

$$
\begin{equation*}
\mathbb{E}\left[\left(1-2 \Delta_{C}\left(Y_{C}\right)\right) \lambda_{Y_{A}}\right]=\mathbb{E}\left[\left(1-2 \Delta_{C}\left(Y_{C}\right)\right)\right] \mathbb{E}\left[\lambda_{Y_{A}}\right]=\lambda \tag{27}
\end{equation*}
$$

As for 26), recall from Section 4.1 the definition of $Y_{A}^{\text {arrival }}$, the arrival-rate-weighted arrival state:

$$
P\left(Y_{A}^{\text {arrival }}=j\right):=\frac{\sum_{i \in \mathbb{A}} P\left(Y_{A}=i\right) r_{i, j, 1}}{\lambda}
$$

As a result, we can simplify (26):

$$
\begin{equation*}
\sum_{i_{A}, j_{A}} P\left(Y_{A}=i_{A}\right) r_{i_{A}, j_{A}, 1} \Delta_{A}\left(j_{A}\right)=\lambda \sum_{j_{A}} P\left(Y_{A}^{\text {arrival }}=j_{A}\right) \Delta_{A}\left(j_{A}\right)=\lambda \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right] \tag{28}
\end{equation*}
$$

Substituting (27) and (28) into (25), we find that

$$
\mathbb{E}\left[g_{A}\left(Q, Y_{A}, Y_{C}\right)\right]=\lambda\left(2 \mathbb{E}[Q]+2 \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+1\right)
$$

Now, we switch to the completions term, $g_{C}$. We start by simplifying $g_{C}$. Lemma 6.4 mirrors Lemma 6.2, but with some additional complications due to unused service when $q=0$.

Lemma 6.4 (Simplification of the completion term $g_{C}$ ). For any MAMS system and any system state $\left(q, i_{A}, i_{C}\right)$,

$$
\begin{equation*}
g_{C}\left(q, i_{A}, i_{C}\right)=-2 \mu q+\left(\left(1-2 \Delta_{A}\left(i_{A}\right)\right) \mu_{i_{C}}+2 \sum_{j_{C} \in \mathbb{C}} s_{i_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{q>0\} \tag{29}
\end{equation*}
$$

Proof. Recall the definition of $g_{C}\left(q, i_{A}, i_{C}\right)$ from Lemma 4.2 .
$g_{C}\left(q, i_{A}, i_{C}\right):=\sum_{j_{C}, c} s_{i_{C}, j_{C}, c}\left((q-c+u)\left(q-c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right)-q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right)\right)$,
where $u:=(c-q)^{+}$is the amount of unused service caused by a specific transition. Note that $u \in\{0,1\}$.
Let us simplify the bracketed term inside the summation:

$$
\begin{align*}
& (q-c+u)\left(q-c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right)-q\left(q+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(i_{C}\right)\right) \\
& =2 q\left(-c+u-\Delta_{C}\left(j_{C}\right)+\Delta_{C}\left(i_{C}\right)\right)+(-c+u)\left(-c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right) \\
& =-2 q\left(c+\Delta_{C}\left(j_{C}\right)-\Delta_{C}\left(i_{C}\right)\right)+c\left(c-2 \Delta_{A}\left(i_{A}\right)+2 \Delta_{C}\left(j_{C}\right)\right)+u\left(2 q-2 c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right) \tag{30}
\end{align*}
$$

We substitute 30 back to the definition of $g_{C}\left(q, i_{A}, i_{C}\right)$ and get

$$
\begin{align*}
g_{C}\left(q, i_{A}, i_{C}\right) & =-2 q \sum_{j_{C}, c} s_{i_{C}, j_{C}, c}\left(c+\Delta_{C}\left(j_{C}\right)-\Delta_{C}\left(i_{C}\right)\right)  \tag{31}\\
& +\sum_{j_{C}, c} s_{i_{C}, j_{C}, c} c\left(c-2 \Delta_{A}\left(i_{A}\right)+2 \Delta_{C}\left(j_{C}\right)\right)  \tag{32}\\
& +\sum_{j_{C}, c} s_{i_{C}, j_{C}, c} u\left(2 q-2 c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right) \tag{33}
\end{align*}
$$

For the term in (31), we prove in Corollary B.1 that

$$
\sum_{j_{C}, c} s_{i_{C}, j_{C}, c}\left(c+\Delta_{C}\left(j_{C}\right)-\Delta_{C}\left(i_{C}\right)\right)=\mu
$$

so the term in 31) can be simplified as

$$
-2 q \sum_{j_{C}, c} s_{i_{C}, j_{C}, c}\left(c+\Delta_{C}\left(j_{C}\right)-\Delta_{C}\left(i_{C}\right)\right)=-2 \mu q
$$

For the term in 32 , note that $c \in\{0,1\}$, so

$$
\begin{aligned}
\sum_{j_{C}, c} s_{i_{C}, j_{C}, c} c\left(c-2 \Delta_{A}\left(i_{A}\right)+2 \Delta_{C}\left(j_{C}\right)\right) & =\sum_{j_{C}} s_{i_{C}, j_{C}, 1}\left(1-2 \Delta_{A}\left(i_{A}\right)+2 \Delta_{C}\left(j_{C}\right)\right) \\
& =\left(1-2 \Delta_{A}\left(i_{A}\right)\right) \mu_{i_{C}}+2 \sum_{j_{C}} s_{i_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)
\end{aligned}
$$

For the term in (33), recall that $u=(c-q)^{+}$, so $u \in\{0,1\}$, and $u=1$ if and only if $c=1$ and $q=0$. We thus simplify the term in (33) as

$$
\begin{aligned}
& \sum_{j_{C}, c} s_{i_{C}, j_{C}, c} u\left(2 q-2 c+u+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right) \\
& =\sum_{j_{C}} s_{i_{C}, j_{C}, 1}\left(-1+2 \Delta_{A}\left(i_{A}\right)-2 \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{q=0\} \\
& =-\left(\left(1-2 \Delta_{A}\left(i_{A}\right)\right) \mu_{i_{C}}+2 \sum_{j_{C}} s_{i_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{q=0\} .
\end{aligned}
$$

Combining our simplifications, we find that

$$
g_{C}\left(q, i_{A}, i_{C}\right)=-2 \mu q+\left(\left(1-2 \Delta_{A}\left(i_{A}\right)\right) \mu_{i_{C}}+2 \sum_{j_{C}} s_{i_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{q>0\} .
$$

Lemma 6.5 (Mean of completions term $g_{C}$ ). For any MAMS system,

$$
\mathbb{E}\left[g_{C}\left(Q, Y_{A}, Y_{C}\right)\right]=-2 \mu \mathbb{E}[Q]+\lambda+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+2 \mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]
$$

where $h_{C 0}$ is defined as follows:

$$
\begin{aligned}
h_{C 0}\left(i_{A}, i_{C}\right) & =\mu_{i_{C}} \Delta_{A}\left(i_{A}\right)-\sum_{j_{C} \in \mathbb{C}} s_{i_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right), \\
\mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right] & =(\mu-\lambda) \mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{c o m p}\right)\right] .
\end{aligned}
$$

Proof. By the simplified formula of $g_{C}\left(q, i_{A}, i_{C}\right)$ in Lemma 6.4, we have

$$
\begin{equation*}
\mathbb{E}\left[g_{C}\left(Q, Y_{A}, Y_{C}\right)\right]=-2 \mu \mathbb{E}[Q]+\mathbb{E}\left[\left(\left(1-2 \Delta_{A}\left(Y_{A}\right)\right) \mu_{Y_{C}}+2 \sum_{j_{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{Q>0\}\right] \tag{34}
\end{equation*}
$$

We can decompose the second term of (34) using the fact that $\mathbb{1}\{Q>0\}=1-\mathbb{1}\{Q=0\}$. Observe that

$$
\begin{aligned}
\mathbb{E}\left[\left(1-2 \Delta_{A}\left(Y_{A}\right)\right) \mu_{Y_{C}}+2 \sum_{j_{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right] & =\mathbb{E}\left[1-2 \Delta_{A}\left(Y_{A}\right)\right] \mathbb{E}\left[\mu_{Y_{C}}\right]+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{c o m p}\right)\right] \\
& =\mu+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{c o m p}\right)\right]
\end{aligned}
$$

where the first equality uses the independence of $Y_{A}$ and $Y_{C}$, and the definition of $Y_{C}^{\text {comp }}$; and the second equality is due to $\mathbb{E}\left[\mu_{Y_{C}}\right]=\mu$ and $\mathbb{E}\left[\Delta_{A}\left(Y_{A}\right)\right]=0$. Next, we deal with the term

$$
\begin{aligned}
& \mathbb{E}\left[\left(\left(1-2 \Delta_{A}\left(Y_{A}\right)\right) \mu_{Y_{C}}+2 \sum_{j_{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{Q=0\}\right] \\
& =\mathbb{E}\left[\mu_{Y_{C}} \mathbb{1}\{Q=0\}\right]+\mathbb{E}\left[\left(-2 \Delta_{A}\left(Y_{A}\right) \mu_{Y_{C}}+2 \sum_{j_{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{Q=0\}\right] \\
& =\mu-\lambda-2 \mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]
\end{aligned}
$$

where the last equality is due to $\mathbb{E}\left[\mu_{Y_{C}} \mathbb{1}\{Q=0\}\right]=\mu-\lambda$, which we prove in Lemma A. 1 . Plugging the above calculations into (34), we get

$$
\begin{aligned}
\mathbb{E}\left[g_{C}\left(Q, Y_{A}, Y_{C}\right)\right] & =-2 \mu \mathbb{E}[Q]+\mu+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{c o m p}\right)\right]-\mu+\lambda+2 \mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right] \\
& =-2 \mu \mathbb{E}[Q]+\lambda+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{c o m p}\right)\right]+2 \mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]
\end{aligned}
$$

Equivalently, we can write the last term $\mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]$ in terms of $\mathbb{E}_{U}[\cdot]$ :

$$
\begin{aligned}
\mathbb{E}\left[h_{C 0}\left(Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right] & \left.=\mathbb{E}\left[\mu_{Y_{C}} \Delta_{A}\left(Y_{A}\right) \mathbb{1}\{Q=0\}\right]-\mathbb{E}\left[\sum_{j_{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right) \mathbb{1}\{Q=0\}\right] \\
& =(\mu-\lambda) \mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)\right]-(\mu-\lambda) \mathbb{E}_{U}\left[\Delta_{C}\left(Y_{C}^{c o m p}\right)\right] \\
& =(\mu-\lambda) \mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{c o m p}\right)\right]
\end{aligned}
$$

### 6.2 Proof of main result: Theorem 5.1

Theorem 5.1 2. In the MAMS system, the mean queue length is given by:

$$
\mathbb{E}[Q]=\frac{\rho \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+\mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+\rho}{1-\rho}+\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right],
$$

where recall the definition of $\mathbb{E}_{U}[\cdot]$ in Section 4.2 that

$$
\left.\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{c o m p}\right)\right)\right]=\frac{\left.\mathbb{E}\left[\left(\mu_{Y_{C}} \Delta_{A}\left(Y_{A}\right)-\sum_{j_{C} \in \mathbb{C}} s_{Y_{C}, j_{C}, 1} \Delta_{C}\left(j_{C}\right)\right)\right) \mathbb{1}\{Q=0\}\right]}{\mu-\lambda}
$$

Proof. Recall Lemma 6.1, $G \circ f_{\Delta_{A}, \Delta_{C}}\left(q, i_{A}, i_{C}\right)=g_{A}\left(q, i_{A}, i_{C}\right)+g_{C}\left(q, i_{A}, i_{C}\right)$. Because $\mathbb{E}\left[G \circ f_{\Delta_{A}, \Delta_{C}}\left(Q, Y_{A}, Y_{C}\right)\right]=$ 0 by Lemma 4.1, we have

$$
\mathbb{E}\left[g_{A}\left(Q, Y_{A} Y_{C}\right)\right]+\mathbb{E}\left[g_{C}\left(Q, Y_{A}, Y_{C}\right)\right]=0
$$

Using Lemmas 6.3 and 6.5, we get

$$
\begin{aligned}
& \lambda\left(2 \mathbb{E}[Q]+2 \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+1\right) \\
& \quad-2 \mu \mathbb{E}[Q]+\lambda+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+2(\mu-\lambda) \mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]=0
\end{aligned}
$$

Rearranging the terms,

$$
\begin{aligned}
2(\mu-\lambda) \mathbb{E}[Q] & =2 \lambda \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+2 \mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+2 \lambda+2(\mu-\lambda) \mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right] \\
\mathbb{E}[Q] & =\frac{\lambda \mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {arrival }}\right)\right]+\mu \mathbb{E}\left[\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]+\lambda}{\mu-\lambda}+\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right] \\
& =\frac{\rho \Delta_{A}\left(Y_{A}^{\text {arrival }}\right)+\Delta_{C}\left(Y_{C}^{\text {comp }}\right)+\rho}{1-\rho}+\mathbb{E}_{U}\left[\Delta_{A}\left(Y_{A}\right)-\Delta_{C}\left(Y_{C}^{\text {comp }}\right)\right]
\end{aligned}
$$

## 7 Bounds on two-level system when $Q=0$

We proved Theorem 5.1, a general result characterizing mean queue length in the MAMS system. As a corollary, in Corollary 5.1 , we proved explicit bounds on mean queue length in the MAMS system. However, in the two-level arrivals system, we can prove tighter bounds on mean queue length, because we know more about the dynamics of the system. In this section, we prove such tighter bounds.

In the two-level system, we proved Theorem 3.1 , which characterized mean queue length $\mathbb{E}[Q]$, with the only remaining uncertainty being the probability $P(Y=H \mid Q=0)$ that the system is in the $H$ arrival state while the queue is empty. In this section, we prove Theorem 7.1, upper bounding $P(Y=H \mid Q=0)$. These bounds complement the straightforward lower bound $P(Y=H \mid Q=0) \geq 0$. Theorem 7.1. In the two-level arrival system, $P(Y=H \mid Q=0)$ is bounded as follows:

$$
\begin{equation*}
P(Y=H \mid Q=0) \leq P(Y=H)=\frac{\alpha_{L}}{\alpha_{L}+\alpha_{H}} \tag{35}
\end{equation*}
$$

Additionally, if the system is intermittently overloaded $\left(\lambda_{H}>\mu\right)$, the following bound holds:

$$
\begin{equation*}
P(Y=H \mid Q=0) \leq \frac{1}{1-\rho} \frac{1}{\lambda_{H}-\mu} \frac{\alpha_{H} \alpha_{L}}{\alpha_{H}+\alpha_{L}} \tag{36}
\end{equation*}
$$

We will prove Theorem 7.1 in Section 7.1 .
These bounds are tight in different asymptotic regimes: 35) is tight in the $\alpha_{H}, \alpha_{L} \rightarrow \infty$ limit, where the arrival state switches rapidly, while (36) is tight in the $\alpha_{H}, \alpha_{L} \rightarrow 0$ limit, as the arrival state switches slowly. These bounds complement our heavy-traffic result for the two-level system, Corollary 3.1.

Using these bounds alongside Theorem 3.1, we can derive tight bounds on mean queue length in the two-level arrival system:

Corollary 7.1. In the two-level arrivals system with exponential service rate, the mean queue length is bounded as follows:

$$
\begin{align*}
& \mathbb{E}[Q] \geq \frac{\rho}{1-\rho}\left(\frac{\left(\lambda_{H}-\lambda_{L}\right)^{2} \alpha_{L} \alpha_{H}}{\lambda\left(\alpha_{H}+\alpha_{L}\right)^{3}}+1\right)-\frac{\lambda_{H}-\lambda_{L}}{\alpha_{H}+\alpha_{L}} \frac{\alpha_{L}}{\alpha_{H}+\alpha_{L}}  \tag{37}\\
& \mathbb{E}[Q] \leq \frac{\rho}{1-\rho}\left(\frac{\left(\lambda_{H}-\lambda_{L}\right)^{2} \alpha_{L} \alpha_{H}}{\lambda\left(\alpha_{H}+\alpha_{L}\right)^{3}}+1\right) \tag{38}
\end{align*}
$$

If the system is intermittently overloaded $\left(\lambda_{H}>\mu\right)$, then additionally

$$
\begin{equation*}
\mathbb{E}[Q] \leq \frac{\rho}{1-\rho}\left(\frac{\left(\lambda_{H}-\lambda_{L}\right)^{2} \alpha_{L} \alpha_{H}}{\lambda\left(\alpha_{H}+\alpha_{L}\right)^{3}}+1\right)-\frac{\lambda_{H}-\lambda_{L}}{\alpha_{H}+\alpha_{L}} \frac{\alpha_{L}}{\alpha_{H}+\alpha_{L}}\left(1-\frac{\alpha_{H}}{(1-\rho)\left(\lambda_{H}-\mu\right)}\right) \tag{39}
\end{equation*}
$$

Proof. These bounds follow from combining Theorem 3.1 with bounds on $P(Y=H \mid Q=0)$. 37) follows from the fact that $P(Y=H \mid Q=0) \geq 0$. (38) follows from (35). (39) follows from (36).

In the non-intermittently-overloaded case $\left(\lambda_{H}<\mu\right)$, prior work has proven basic bounds on $\mathbb{E}[Q]$. Gupta et al. [9] proved that $\mathbb{E}[Q]$ is bounded below by the mean queue length of a $\mathrm{M} / \mathrm{M} / 1$ with arrival rate $\lambda$ and completion rate $\mu$, and bounded above by a weighted mixture of two $M / M / 1 \mathrm{~s}$ : one with arrival rate $\lambda_{H}$ and one with arrival rate $\lambda_{L}$. While these bounds are not tight, it is challenging to use our techniques to prove tighter results in this setting, which we leave to future work.

### 7.1 Proof of Theorem 7.1

Proof. We start by considering the general two-level arrival system, with no restriction on $\lambda_{H}$ and $\mu$. We will prove (35):

$$
P(Y=H \mid Q=0) \leq P(Y=H)=\frac{\alpha_{L}}{\alpha_{L}+\alpha_{H}}
$$

To prove this result, we make use of prior work by Gupta et al. 9 to bound the probability $P(Q=0 \mid Y=L)$, the probability that the queue is empty given that the arrival rate is low.

Let $\pi_{0}^{L}$ be the probability that the queue is empty at the moment when the system switches from $L$ to $H$. By [9, Theorem 3], $P(Q=0 \mid Y=L)=\pi_{0}^{L}$. During the proof of [9, Theorems 6 and 7], it is proven that there exists some $\chi \in(0,1)$ such that $\pi_{0}^{L} / \pi_{0}^{H}=\left(\mu-\chi \lambda_{L}\right) /\left(\mu-\chi \lambda_{H}\right)$.

Because $\lambda_{L} \leq \lambda_{H}$, we know that $\pi_{0}^{L} \geq \pi_{0}^{H}$, and hence that $P(Q=0 \mid Y=L) \geq P(Q=0 \mid Y=H)$.
To quantify $P(Q=0)$, note that in all systems, the fraction of potential service events which go unused is $1-\rho$. In the two-level arrival system, because the completion process is exponential, it is therefore the case that $P(Q=0)=1-\rho$.

Thus, we know that $P(Q=0 \mid Y=L) \geq 1-\rho$, and that $P(Q=0 \mid Y=H) \leq 1-\rho$. We can therefore bound $P(Y=H \mid Q=0)$ :

$$
P(Y=L \mid Q=0) \geq P(Y=L)=\frac{\alpha_{H}}{\alpha_{H}+\alpha_{L}}, \quad P(Y=H \mid Q=0) \leq P(Y=H)=\frac{\alpha_{L}}{\alpha_{H}+\alpha_{L}} .
$$

Now, consider the intermittently overloaded two-level arrival system, where $\lambda_{H}>\mu$. We will prove (36):

$$
P(Y=H \mid Q=0) \leq \frac{1}{1-\rho} \frac{1}{\lambda_{H}-\mu} \frac{\alpha_{H} \alpha_{L}}{\alpha_{H}+\alpha_{L}}
$$

The intuition behind this bound is that if $\lambda_{H}>\mu$, the queue length grows throughout each $Y=H$ interval, and hence the queue is rarely empty ( $Q$ is rarely 0 ) during such an interval.

To make this idea rigorous, consider an overloaded $\mathrm{M} / \mathrm{M} / 1$ with arrival rate $\lambda_{H}$ greater than the service rate $\mu$, in which the queue is empty at time $0(Q(0)=0)$. The expected total amount of time for which $Q(t)=0$ in the overloaded $\mathrm{M} / \mathrm{M} / 1$ system is finite: by a standard calculation, one can show that this expected duration is $1 /\left(\lambda_{H}-\mu\right)$. That amount of time is an upper bound on the expected amount of time for which $Q=0$ during each $Y=H$ interval in the two-level system.

Thus, the expected time that two-level system spends in the state $y=H, q=0$ during each $y=H$ interval is at most $1 /\left(\lambda_{H}-\mu\right)$, regardless of the initial queue length at the beginning of the interval. A larger initial queue length and a finite interval length can only decrease the expected time for which the system is empty.

To bound $P(Y=H \wedge Q=0)$, we use a renewal-reward argument, with two kinds of cycles: A switching cycle, consisting of a $y=H$ interval followed by a $y=L$ interval, and a zero-switching cycle, which is a renewal cycle with a renewal point whenever the system changes from $y=L$ to $y=H$ at a moment when $Q=0$. Let $Z$ be a random variable denoting the number of switching cycles within each zero-switching cycle. Note that $Z$ has a finite mean because the two-level system is positive recurrent with $\lambda<\mu$.

We now apply the renewal-reward theorem [13], with the renewal period being the zero-switching cycles, and the reward being the time spent in the state $Y=H, Q=0$ :

$$
P(Y=H \wedge Q=0)=\frac{\mathbb{E}[Y=H \wedge Q=0 \text { duration during a zero-switching cycle }]}{\mathbb{E}[\text { Length of a zero-switching cycle }]} .
$$

The lengths of the switching cycles within the zero-switching cycles are i.i.d. with expected length $\frac{1}{\alpha_{H}}+\frac{1}{\alpha_{L}}$, and the length of zero-switching cycle is a stopping time with mean $E[Z]\left(\frac{1}{\alpha_{H}}+\frac{1}{\alpha_{L}}\right)$. The amount of time for which $Y=H \wedge Q=0$ during the switching cycles are correlated, but only via the


Figure 4: Simulation and bounds for mean queue length $\mathbb{E}[Q]$ in two-level system with intermittent overload, under varying switching rates $\alpha_{H}, \alpha_{L}$. Setting: $\lambda_{H}=2, \lambda_{L}=0.2, \alpha_{H}=5 \alpha_{L}, \mu=1, \rho=$ 0.5. Overall switching rate $\alpha:=\left(\alpha_{H}+\alpha_{L}\right) / 2$. Bounds given in Corollary 7.1. The upper bound which is tight for small $\alpha$ is (39), for large $\alpha$ is (38), and the lower bound is 37). Simulated $10^{8}$ arrivals.
length of the queue at the start of the cycle. Regardless of that queue length, the expected time for which $Y=H \wedge Q=0$ per switching cycle is at most $1 /\left(\lambda_{H}-\mu\right)$. As a result,

$$
P(Y=H \wedge Q=0) \leq \frac{\mathbb{E}[Z] /\left(\lambda_{H}-\mu\right)}{\mathbb{E}[Z]\left(1 / \alpha_{H}+1 / \alpha_{L}\right)}=\frac{1 /\left(\lambda_{H}-\mu\right)}{1 / \alpha_{H}+1 / \alpha_{L}}
$$

Recall that $P(Q=0)=1-\rho$, because the system has exponential service. As a result,

$$
P(Y=H \mid Q=0) \leq \frac{1}{1-\rho} \frac{1 /\left(\lambda_{H}-\mu\right)}{1 / \alpha_{H}+1 / \alpha_{L}}=\frac{1}{1-\rho} \frac{1}{\lambda_{H}-\mu} \frac{\alpha_{H} \alpha_{L}}{\alpha_{H}+\alpha_{L}}
$$

Note that scales linearly with $\alpha_{H}, \alpha_{L}$, so it converges to 0 in the $\alpha_{H}, \alpha_{L} \rightarrow 0$ limit.

## 8 Simulation

We have characterized the mean queue length for the MAMS system, with bounds given in Corollary 5.1. We have proven even tighter bounds for the two-level arrival system in Corollary 7.1 .

In this section, we simulate mean queue length for the two-level arrival system and a more general MAMS system, and compare our simulations to our bounds, to validate our bounds and demonstrate their tightness.

In Fig. 4, we simulate an intermittently overloaded two-level arrivals system under a variety of switching rates $\alpha_{H}, \alpha_{L}$. In Fig. 4, we have moderate overall load, because $\rho=0.5$, but significant periods of intermittent overload, because $\lambda_{H}=2>\mu=1$.

Fig. 4 shows that our bounds in Corollary 7.1 are tight in both the fast-switching limit (large $\alpha$, short periods of time in each arrival state) and the slow-switching limit (small $\alpha$, long periods of time in each arrival state), with our bounds tightly and accurately constraining the mean queue length in both limits. Specifically, (37) and (38) are tight in the fast-switching limit, while (37) and (39) are tight in the slow-switching limit. Moreover, our bounds are reasonably tight at all switching rates $\alpha$, even outside the asymptotic regime, with a maximum absolute error of 0.5 jobs, and a maximum relative error of $23 \%$.

In Fig. 5, we simulate a two-level system under a variety of loads $\rho$, and under three different pairs of switching rates $\alpha_{H}, \alpha_{L}$. We compare the simulated mean response time against our bounds from


Figure 5: Simulation and bounds for mean queue length $\mathbb{E}[Q]$ in two-level system with intermittent overload, under varying load $\rho$, for three different values of $\alpha_{L}$. Setting: $\lambda_{H}=4 \rho, \lambda_{L}=0.4 \rho, \alpha_{H}=$ $5 \alpha_{L}, \mu=1$. Bounds given in Corollary 7.1. Upper bound is minimum of (38) and (39). Simulated $10^{8}$ arrivals.


Figure 6: Setting: MAMS queue with three arrivals levels: $[0.3 \rho, 2 \rho, 2.2 \rho]$, and three completions levels: $[0.5,1.0,3.0]$. The system remains in each arrival state and each service state for time $\operatorname{Exp}(\alpha)$, then moves cyclically to the next rate in the list, wrapping around. Bounds given in Corollary 5.1. Simulated $10^{9}$ arrivals.

Corollary 7.1. In every configuration of load $\rho$ and switching rates $\alpha_{H}, \alpha_{L}$ simulated in Fig. 5, the absolute gap between our upper and lower bounds is at most 1 job. The relative error between our bounds drops towards zero as the system moves towards heavy traffic ( $\rho \rightarrow 1$ ), in each setting.

In Fig. 6. we simulate a MAMS system with three levels of arrival rates and three levels of completion rates, under varying loads $\rho$. The system cycles between three possible arrival rates and three possible completion rates. Recall that as with all MAMS systems, the arrival chain and completions chain evolve independently. The switching rate from each arrival and completion state to the next is a fixed rate $\alpha$. In Fig. 6. we show two switching rates $\alpha$. We compare the simulated mean queue lengths $\mathbb{E}[Q]$ against our bounds from Corollary 5.1. Fig. 6 illustrates that our bounds are tight in heavy traffic, even for the more complex MAMS system, confirming the heavy-traffic limit result in Corollary 5.2. Unlike the two-level arrival setting illustrated in Figs. 4 and 5, our bounds are not as tight in the general MAMS setting in light traffic (i.e., for small $\rho$ ), especially for slower switching settings (low $\alpha$ ). Proving more precise bounds on $\mathbb{E}[Q]$ for general MAMS systems in light traffic is left for future work.

## 9 Conclusion

We analyze the Markovian arrivals Markovian service (MAMS) system, using a novel extension to the drift method based on the concepts of relative arrivals and relative completions. These concepts provide a new way of looking at the MAMS system, which allows us to concisely capture the impact of the correlated arrivals and completions on mean queue length. We derive the first fully explicit bounds on mean queue length in the MAMS system, with bounds that are tight in heavy traffic.

Moreover, in the important special case of the two-level arrivals system under intermittent overload, we prove significantly stronger bounds which are tight both in the fast-switching and slow-switching limits.

An important direction for future work is to improve the tightness of our bounds both for the two-level system without intermittent overload, and in the general MAMS system outside of heavy traffic.

Another important direction for future work is to analyze MAMS systems with infinite arrival and/or completions chains. Our proof of the main theorem, Theorem 5.1, holds in such systems, assuming appropriate conditions on the arrivals and completions chains, but it does not immediately imply a tight bound on mean queue length.
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## A Expectation over unused service

We now formally define the expectation $\mathbb{E}_{U}[\cdot]$, the expectation at moments of unused service. Unused service occurs at rate $\mu_{i_{C}}$ whenever $q=0$.

For any test function $f\left(q, i_{A}, i_{C}\right)$, we define its expectation at moments of unused service $\mathbb{E}_{U}[\cdot]$ as

$$
\mathbb{E}_{U}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]:=\frac{\mathbb{E}\left[\mu_{Y_{C}} f\left(Q, Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]}{\mathbb{E}\left[\mu_{Y_{C}} \mathbb{1}\{Q=0\}\right]}=\frac{\mathbb{E}\left[\mu_{Y_{C}} f\left(Q, Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]}{\mu-\lambda},
$$

where the second equality holds because $\mathbb{E}\left[\mu_{Y_{C}} \mathbb{1}\{Q=0\}\right]=\mu-\lambda$ by Lemma A. 1
In the special case of exponential service times, $\mu_{i_{C}}=\mu$ for any $i_{C} \in \mathbb{C}$, so

$$
\mathbb{E}_{U}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]=\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right) \mid Q=0\right]=\frac{\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right) \mathbb{1}\{Q=0\}\right]}{1-\rho} .
$$

We will also write $\mathbb{E}_{U}\left[f\left(Y_{C}^{\text {comp }}\right)\right]$, which is defined as the expectation of $f\left(i_{C}\right)$ with respect to the distribution of $Y_{C}$ right after unused service, i.e., the completions that happen during $Q=0$. Formally,

$$
\mathbb{E}_{U}\left[f\left(Y_{C}^{\text {comp }}\right)\right]:=\mathbb{E}_{U}\left[\sum_{j_{C} \in \mathbb{C}} \frac{s_{Y_{C}, j_{C}, 1}}{\mu_{Y_{C}}} f\left(j_{C}\right)\right]=\frac{\mathbb{E}\left[\sum_{j_{C} \in \mathbb{C}} s_{Y_{C}, j_{C}, 1} f\left(j_{C}\right) \mathbb{1}\{Q=0\}\right]}{\mathbb{E}\left[\mu_{Y_{C}} \mathbb{1}\{Q=0\}\right]} .
$$

Note the similarity with the definition of $Y_{C}^{\text {comp }}$ in Section 4.2
We now characterize the rate of unused service in the system, namely completion transitions that occur when the queue is empty:

Lemma A.1. The rate of unused service is $\mu-\lambda$ : $\mathbb{E}_{i \sim Y_{C}}\left[\mu_{i} \mathbb{1}\{Q=0\}\right]=\mu-\lambda$.
Proof. The long-run arrival rate is $\lambda$. The long-run rate of completion transitions is $\mu$. Nonetheless, the long-run arrival and completion rate must be equal, because the system is stable. Thus the long-run completion rate is $\lambda$. The only way that a completion transition can not cause a completion is if the queue is empty, causing unused service. As a result, the rate of unused service must be $\mu-\lambda$.

Note that by Lemma A.1 in systems with exponential service such as the two-level arrivals system, $P(Q>0)=\lambda / \mu=\rho$.

## B Relative arrivals and completions

First, we verify that $\Delta_{A}$ and $\Delta_{C}$, the relative arrivals and relative completions functions, are welldefined and finite. Note that $\Delta_{A}$ is the relative value function of a average-reward Markov Reward process with Markov chain matching the arrival process and reward equal to the arrival rate $\lambda_{i}$. By Puterman [24, Section 8.2.1], this relative value is well-defined and finite for any finite-state Markov chain. $\Delta_{C}$ is equivalent.

Next, we establish two systems of equations, equivalent to the Poisson equation for MDPs, which can be used to calculate $\Delta_{A}(i)$ in each state $i \in \mathbb{A}$ (or $\Delta_{C}(i)$ in each state $i \in \mathbb{C}$ ), up to an additive constant. Incorporating Lemma 4.3, which states that $\mathbb{E}\left[\Delta_{A}\left(Y_{A}\right)\right]=0$ (or $\mathbb{E}\left[\Delta_{C}\left(Y_{A}\right)\right]=0$ ), uniquely characterizes $\Delta_{A}(i)\left(\right.$ or $\left.\Delta_{C}(i)\right)$.

Lemma B.1. For any arrivals chain, the relative arrivals function $\Delta_{A}$ and relative completions function $\Delta_{C}$ satisfy the following systems of equations:

$$
\begin{equation*}
\forall i \in \mathbb{A}, \quad \Delta_{A}(i)=\frac{\lambda_{i}-\lambda}{r_{i, \cdot,}}+\sum_{j \in \mathbb{A}} \frac{r_{i, j, \cdot}}{r_{i, \cdot}} \Delta_{A}(j), \quad \forall i \in \mathbb{C}, \quad \Delta_{C}(i)=\frac{\mu_{i}-\mu}{s_{i,,}}+\sum_{j \in \mathbb{C}} \frac{s_{i, j,}}{s_{i, \cdot,}} \Delta_{C}(j) . \tag{40}
\end{equation*}
$$

Proof. Let us start with Definition 4.1. $\Delta_{A}(i):=\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{i}(t)\right]-\lambda t$, where $A_{i}(t)$ denotes the number of arrivals by time $t$, given that the arrivals chain starts from state $i$.

Let us split up $\mathbb{E}\left[A_{i}(t)\right]-\lambda t$, the expression inside the limit, into two time periods: Until the arrival chain next undergoes a transition, and after that time. The transition occurs after $\operatorname{Exp}\left(r_{i, \cdot, \cdot}\right)$ time, or $\frac{1}{r_{i,,}}$ expected time. Prior to the transition, $\mathbb{E}\left[A_{i}(t)\right]-\lambda t$ accrues at rate $\lambda_{i}-\lambda$. We use $Y_{A}^{\text {next }}$ to denote the state after the transition. Then we have the expression:

$$
\Delta_{A}(i)=\frac{\lambda_{i}-\lambda}{r_{i, \cdot, \cdot}}+\lim _{t \rightarrow \infty} \mathbb{E}\left[A_{Y_{A}^{\text {next }}}(t)\right]-\lambda t=\frac{\lambda_{i}-\lambda}{r_{i, \cdot, \cdot}}+\mathbb{E}\left[\Delta_{A}\left(Y_{A}^{\text {next }}\right)\right]
$$

Finally, note that $P\left(Y_{A}^{\text {next }}=j\right)=\frac{r_{i, j, .}}{r_{i, \cdot},}$, allowing us to derive the equations for $\Delta_{A}(i)$ in 40). The equations for $\Delta_{C}(i)$ can be proved similarly.

As a corollary of Lemma B.1, we characterize the change in the value of $\Delta_{A}(i)$ when a transition occurs in the arrival chain, and the change in the value of $\Delta_{C}(i)$ when a transition occurs in the completion chain.

Corollary B.1. In the MAMS system, the effect of arrival (or completion) on relative arrival (or relative completion) satisfies:

$$
\begin{align*}
& \forall i \in \mathbb{A}, \quad \sum_{j \in \mathbb{A}, a \in\{0,1\}} r_{i, j, a}\left(\Delta_{A}(j)-\Delta_{A}(i)+a\right)=\lambda,  \tag{41}\\
& \forall i \in \mathbb{C}, \quad \sum_{j \in \mathbb{C}, c \in\{0,1\}} s_{i, j, c}\left(\Delta_{C}(j)-\Delta_{C}(i)+c\right)=\mu . \tag{42}
\end{align*}
$$

Equivalently, for any $i \in \mathbb{A}, G \circ \Delta_{A}(i)=\lambda-\lambda_{i}$; for any $i \in \mathbb{C}, G \circ \Delta_{C}(i)=\mu-\mu_{i}$.
Proof. By 40) in Lemma B.1. for any $i \in \mathbb{A}, \Delta_{A}(i)=\frac{\lambda_{i}-\lambda}{r_{i, \cdot,}}+\sum_{j \in \mathbb{A}} \frac{r_{i, j, .}}{r_{i, \cdot,}} \Delta_{A}(j)$. Multiplying both sides by $r_{i, \cdot, \cdot}$, rearranging the terms, and expanding $r_{i, \cdot, \cdot}, r_{i, j, \cdot}$, and $\lambda_{i}$, we get 41). (42) follows similarly.

It can be convenient to express (41) and (42)in terms of $G \circ \Delta_{A}$ and $G \circ \Delta_{C}$. Note that by Lemma 4.2, $G \circ \Delta_{A}(i)=\sum_{j \in \mathbb{A}} r_{i, j,} \cdot\left(\Delta_{A}(j)-\Delta_{A}(i)\right)$. Thus, $G \circ \Delta_{A}(i)=\lambda-\lambda_{i}$ and $G \circ \Delta_{C}(i)=\mu-\mu_{i}$.

## C Generator and drift method

Lemma 4.1 3. Let $f$ be a test function for which $\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty$. Then

$$
\mathbb{E}\left[G \circ f\left(Q, Y_{A}, Y_{C}\right)\right]=0
$$

Proof. We apply Proposition 3 of [7]. To prove Lemma 4.1 using that proposition, we only need to verify that the total transition rate of the system is uniformly bounded.

For each state $\left(q, i_{A}, i_{C}\right)$, the total transition rate of the MAMS system is the total transition rate of the arrival process and the completion process, i.e., $\sum_{j_{A} \in \mathbb{A}, a} r_{i_{A}, j_{A}, a}+\sum_{j_{C} \in \mathbb{C}, c} s_{i_{C}, j_{C}, c}$, which is finite for any $i_{A} \in \mathbb{A}$ and $i_{C} \in \mathbb{C}$. Because $\mathbb{A}$ and $\mathbb{C}$ are both finite sets, the total transition rates of the MAMS system are uniformly bounded.

Next, we will give sufficient condition for proving that $\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty$, allowing us to apply Lemma 4.1 to the test functions we use in this paper. To prove our sufficient condition, we need [11, Theorem 2.3], restated below using the state representation of the MAMS system.

Lemma C.1. Consider a Markov chain with uniformly bounded total transition rates, and a Lyapunov function $V$ that satisfies the conditions below for any state $\left(q, i_{A}, i_{C}\right): V\left(q, i_{A}, i_{C}\right) \geq 0$; there exists $b, \gamma>0$ such that whenever $V\left(q, i_{A}, i_{C}\right) \geq b$,

$$
\begin{equation*}
G \circ V\left(q, i_{A}, i_{C}\right) \leq-\gamma \tag{43}
\end{equation*}
$$

there exists $d>0$ such that for any initial state, $\left(q, i_{A}, i_{C}\right)$, and any state after one step of transition, $\left(q^{\prime}, j_{A}, j_{C}\right)$,

$$
\begin{equation*}
V\left(q^{\prime}, j_{A}, j_{C}\right)-V\left(q, i_{A}, i_{C}\right) \leq d \tag{44}
\end{equation*}
$$

Then there exists $\theta>0$ such that $\mathbb{E}\left[e^{\theta V\left(Q, Y_{A}, Y_{C}\right)}\right]<\infty$.
We also need a characterization of the drift of a generic test function in the MAMS system, Lemma 4.2.
Lemma 4.2 4. For any real-valued function $f$ of the state of the MAMS system,

$$
\begin{aligned}
G \circ f\left(q, i_{A}, i_{C}\right) & =\sum_{j_{A} \in \mathbb{A}, a \in[0,1]} r_{i_{A}, j_{A}, a}\left(f\left(q+a, j_{A}, i_{C}\right)-f\left(q, i_{A}, i_{C}\right)\right) \\
& +\sum_{j_{C} \in \mathbb{C}, c \in[0,1]} s_{i_{C}, j_{C}, c}\left(f\left(q-c+u, i_{A}, j_{C}\right)-f\left(q, i_{A}, i_{C}\right)\right)
\end{aligned}
$$

where $u=(c-q)^{+}$denotes the unused service.
Proof. Because the generator is the stochastic equivalent of the derivative operator, to get an expression for $G \circ f\left(q, i_{A}, i_{C}\right)$, we examine all types of transitions in the MAMS system.

For each $j_{A} \in \mathbb{A}$ and $a \in\{0,1\}$, with rate $r_{i_{A}, j_{A}, a}$, the state of the arrival process changes to $j_{A}$ accompanied by $a$ arrivals. This type of transition changes the state to $\left(q+a, j_{A}, i_{C}\right)$, so it contributes $r_{i_{A}, j_{A}, a}\left(f\left(q+a, j_{A}, i_{C}\right)-f\left(q, i_{A}, i_{C}\right)\right)$ to $G \circ f\left(q, i_{A}, i_{C}\right)$.

Similarly, for each $i_{C} \in \mathbb{C}$ and $c \in\{0,1\}$, with rate $s_{i_{C}, j_{C}, c}$, the state of the completion process changes to $j_{C}$ accompanied by $c$ completions. This transition changes the state to $\left((q-c)^{+}, i_{A}, j_{C}\right)$, so it contributes $s_{i_{C}, j_{C}, c}\left(f\left((q-a)^{+}, i_{A}, j_{C}\right)-f\left(q, i_{A}, i_{C}\right)\right)$ to $G \circ f\left(q, i_{A}, i_{C}\right)$. Let $u=(c-q)^{+}$, then $(q-a)^{+}=q-a+u$.

We sum up all of the above terms to obtain the formula for $G \circ f\left(q, i_{A}, i_{C}\right)$.
We are now ready to state and prove our sufficient condition for $\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty$ using Lemma C. 1 and Lemma 4.2 Lemma C. 2 is analogous to Lemma A. 2 of 8.

Lemma C.2. Let $f$ be a real-valued function of the state of the MAMS system, $\left(q, i_{A}, i_{C}\right)$. Suppose $f\left(q, i_{A}, i_{C}\right)$ grows at a polynomial rate in $q$. Suppose that $\lambda<\mu$ in the MAMS system. Then $f$ has finite expectation in steady state: $\mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty$.
Proof. We will verify conditions of Lemma C.1. Define $V\left(q, i_{A}, i_{C}\right)=\left(q+\Delta_{A}\left(i_{A}\right)-\Delta_{C}\left(i_{C}\right)\right)^{+}$. Let $\Delta_{\text {max }}=\max \left\{\max _{i_{A} \in \mathbb{A}}\left|\Delta_{A}\left(i_{A}\right)\right|, \max _{i_{C} \in \mathbb{C}}\left|\Delta_{C}\left(i_{C}\right)\right|\right\}$. Letting $b=1+4 \Delta_{\max }$ and $\gamma=\mu-\lambda$. Consider any state $\left(q, i_{A}, i_{C}\right)$ such that $V\left(q, i_{A}, i_{C}\right) \geq b$.

- By the definition of $V\left(q, i_{A}, i_{C}\right)$, we have $q \geq 1+2 \Delta_{\max }$, so $V\left(q, i_{A}, i_{C}\right)=q+\Delta_{A}\left(i_{A}\right)-\Delta_{C}\left(i_{C}\right)$.
- Moreover, for any state $\left(q^{\prime}, j_{A}, j_{C}\right)$ reachable after one step of transition from $\left(q, i_{A}, i_{C}\right)$, we must have $V\left(q^{\prime}, j_{A}, j_{C}\right) \geq q-1+\Delta_{A}\left(j_{A}\right)-\Delta_{C}\left(j_{C}\right) \geq 0$, which implies that $V\left(q^{\prime}, j_{A}, j_{C}\right)=$ $q^{\prime}+\Delta_{A}\left(j_{A}\right)-\Delta_{C}\left(j_{C}\right)$.

By Lemma 4.2
$G \circ V\left(q, i_{A}, i_{C}\right)=\sum_{j_{A} \in \mathbb{A}, a} r_{i_{A}, j_{A}, a}\left(a+\Delta_{A}\left(j_{A}\right)-\Delta_{A}\left(i_{A}\right)\right)+\sum_{j_{C} \in \mathbb{C}, c} s_{i_{C}, j_{C}, c}\left(-c+u-\Delta_{C}\left(j_{C}\right)+\Delta_{C}\left(i_{C}\right)\right)$.
Because $q \geq 1+2 \Delta_{\max }$ and $c \leq 1$, we have $u=(c-q)^{+}=0$. Therefore, Corollary B. 1 implies that $G \circ V\left(q, i_{A}, i_{C}\right)=\lambda-\mu<0$. This proves the condition 43). It is not hard to see that the other condition, (44), holds with $d=1+4 \Delta_{\max }$. Then Theorem 2.3 of 11 implies the existence of $\theta>0$ such that $\mathbb{E}\left[e^{\theta V\left(q, i_{A}, i_{C}\right)}\right]<\infty$. Observe that $e^{\theta V\left(q, i_{A}, i_{C}\right)}$ grows exponentially fast in $q$. Therefore, for any $f$ that grows at a polynomial rate in $q$,

$$
f\left(q, i_{A}, i_{C}\right)=O\left(e^{\theta V\left(q, i_{A}, i_{C}\right)}\right), \quad \mathbb{E}\left[f\left(Q, Y_{A}, Y_{C}\right)\right]<\infty
$$
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